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Abstract—Automatic recommendation has become an increasingly relevant problem to industries, which allows users to discover new items that match their tastes and enables the system to target items to the right users. In this article, we propose a deep learning (DL) based collaborative filtering (CF) framework, namely, deep matrix factorization (DMF), which can integrate any kind of side information effectively and handily. In DMF, two feature transforming functions are built to directly generate latent factors of users and items from various input information. As for the implicit feedback that is commonly used as input of recommendation algorithms, implicit feedback embedding (IFE) is proposed. IFE converts the high-dimensional and sparse implicit feedback information into a low-dimensional real-valued vector retaining primary features. Using IFE could reduce the scale of model parameters conspicuously and increase model training efficiency. Experimental results on five public real-world datasets indicate that the proposed method performs better than the state-of-the-art DL based recommendation algorithms on both accuracy and training efficiency in terms of quantitative assessments.
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I. INTRODUCTION

RECOMMENDATION systems (RS) have become extremely popular in recent years, which has been extensively used in the fields of movies [1], [2], music [3], news [4], industrial big data [5]–[7] and industrial application [8]–[10] and so on. In the past decades, numerous recommendation algorithms [11]–[13] and platforms [14]–[18] have been developed. Collaborative Filtering (CF) [19] is one of the most distinguished approaches. CF estimates the unknown ratings based on known ones subject to globally high accuracy and other requirements. One of the most popular CF approaches is based on low-dimensional factor models. These models are called matrix factorization (MF) models or latent factor models.

To improve the recommendation effect, many kinds of side information are introduced to enhance recommendation performance. For instance, social recommendation [20]–[22] utilizes social relations or trust relations; content-based recommendation [1], [23] employs the content of items or users such as the text introduction, video content and so on. The most practical approach for recommendation algorithm utilizing side information can be summarized as follows. First, it builds a feature extraction model for side information (social relations, content information), then trains the MF model by using these features as the prior of user latent factors or item latent factors. Model performance could be improved by these reasonable priors. Much of the research focused on exploring a better feature extraction model [24], [25]. Meanwhile other researches tried to introduce many different kinds of side information to push the model performance to the utmost limits [1], [26].

With the considerable advancements in vision, speech and natural language processing tasks, deep learning (DL) has become a very significant research tool in many fields. With the DL algorithm, artificial intelligence has achieved substantial breakthroughs in many areas. In recommendation system, many DL based models have been proposed in the last several years, which can be classified into two groups, the deep learning prior estimate model (DLPE) and the single channel recommendation model (SCR). In the DLPEs, DL method is employed to estimate the prior of latent factors, then the latent factors of users and items are inferred by the observed ratings. The DL method includes the convolutional neural network (CNN) [25], [26] and the stacked denoising autoencoder (SDAE) [24], [27]. Although DLPEs have many advantages over traditional methods, unfortunately, it consumes prodigious time and computing resources in the inference process. As to SCRs, it learns the key patterns from users historical behaviour, then these key patterns are utilized to predict the unknown ratings. SCRs can be summarized as several primary models: restricted Boltzmann machine (RBM) [28], autoencoder (AE) [20], [29]–[31], neural autoregressive distribution estimator (NADE) [32], [33], recurrent neural network (RNN) [34] and so on. Compared with traditional recommendation frameworks, SCRs achieved extraordinary performance. Limited by the particular structure of SCRs, it is a challenge to merge side information of both users and items into the SCRs.

To build a high-efficiency recommendation framework and...
merge all kinds of side information into the framework easily, we propose the deep matrix factorization (DMF) model. First, implicit feedback embedding (IFE) is proposed to convert the high-dimensional and sparse implicit feedback information into a low-dimensional real-valued vector retaining primary features. Furthermore, DMF structures two feature transforming functions to produce latent factors from all input information of users and items directly. Finally, DMF can predict interests of users with constructed latent factors. The major contributions of our study are summarized as follows.

- A new recommendation framework DMF is proposed. DMF generates latent factors by the feature transforming function from users and items information directly instead of estimate it from the observed data. Furthermore, DMF adopts two channel structures, which can merge side information from both users and items.

- The idea of implicit feedback embedding (IFE) is developed to represent the implicit feedback for the first time. IFE maps each user and item in implicit feedback information graph to a low-dimensional real-valued vector persisting key patterns. By utilizing IFE, the scale of parameters in DMF is lessened and the training efficiency is raised vastly.

- Empirical study using real-world data has been set. We evaluate the proposed method DMF on five real-world data sets. The result indicates that DMF outperforms the state-of-the-art recommendation algorithms on both prediction accuracy and training efficiency.

The article is organized as follows. In the next section, we introduce the DMF model and representation learning for implicit feedback. The optimization method and parameter determination are presented in Section III. Experimental results on five public databases are provided in Section IV, and Section V concludes this article.

II. PROPOSED METHOD

A. Problem Formulation

In CF based recommendation system, historical rating behaviors of users are usually expressed as a user-item rating matrix. Given a user set $U$ and an item set $I$, user-item rating matrix $Z$ is a $|U| \times |I|$ matrix where each element $r_{ij}$ is proportional to user $i$’s preference on item $j$, which is shown in Fig. 1; $|U|$ and $|I|$ denote the numbers of users and item set, respectively. In the user-item rating matrix $Z$, exceedingly few elements have been observed; the observed dataset is named $R$, shown in Fig. 1. Consequently, the problem of CF based RS is constructing an estimator $\hat{r}_{ij}$ to minimize the predictive error in $R$ and generating the prediction for each unobserved element in $Z$.

B. Data explanation

User historical rating behavior is the most indispensable source data in CF based recommendation algorithm. Moreover, it is also called explicit feedback. Relatively, implicit feedback is the most accessible data as it does not need users to express their tastes explicitly. Implicit feedback indicates the

C. Outline of DMF

Deep matrix factorization can be summed as two processes, namely, data preparation process and the DMF model (Fig. 2). The DMF model can work well with the accuracy of users and items information, which is provided by data preparation process.

In the first process (data preparation process), the implicit feedback is encoded by IFE and side information is encoded by one-hot encoding. Combining these two information, users and items information pools could be generated.

In the DMF model, predicted rating could be estimated by three steps. First, target user and item information are extracted from users and items information pools. Second, latent factors are generated from user and item feature transforming functions. Third, predicted rating could be estimated by latent factors.

D. Implicit Feedback Embedding and Data Preparation

We first define implicit feedback and IFE.
Definition 1: Implicit feedback. Implicit feedback means the historical behaviour between users and items. Implicit feedback could be stated as an undirected graph $G = (U, I, E)$, where $U$ and $I$ denote the user set and item set, respectively. $E$ is the set of edges and $E$ only connects between nodes in $U$ and $I$ which are elucidated in Fig. 3.

In implicit feedback graph, whether edges could be weighted or not depend on the type of historical behaviour. In this article, we consider the implicit feedback graph as an unweighted and undirected graph. Only positive feedback is included in our model and rating behaviour is treated as a positive implicit feedback even if the rating is relatively low.

Definition 2: Implicit feedback embedding. Given an implicit feedback graph $G = (U, I, E)$, IFE aims to learn a function $f: u \rightarrow \mathbb{R}^k, v \rightarrow \mathbb{R}^k, u \in U$ and $v \in I$ that projects each user and item into a vector in $k$-dimensional space shown in Fig. 3, where $k \ll |U|$ and $k \ll |I|$.

Usually, implicit feedback information is encoded in its adjacent matrix, which is an extremely high-dimensional and sparse matrix. By employing the IFE method, implicit feedback could be represented as a low-dimensional real-valued vector and preserves the primary features. In addition, it could vastly reduce the scale of model parameters and increase training efficiency.

The vectors $\theta_{ui}$ and $\theta_{vj}$ are introduced to denote the embedding of user $i$ and item $j$ in IFE where $\theta_{ui} \in \mathbb{R}^k$ and $\theta_{vj} \in \mathbb{R}^k$. The symbol $k$ is the dimensionality of user and item embedding. IFE models the probability of incident whether user $i$ has positive feedback about item $j$ which is given by,

$$p(E_{ui,vj} \in G) = h(\theta_{ui} \cdot \theta_{vj}^T) = \frac{1}{1 + \exp(-\theta_{ui} \cdot \theta_{vj}^T)} \quad (1)$$

where $G$ is the implicit feedback graph, $E_{ui,vj}$ means the edge between user $i$ and item $j$.

Negative feedback is an essential part of estimating users and items embedding. Because of the difficulty of negative feedback collecting, negative sampling [35], [36] is introduced to generate negative feedback for IFE. The probability of negative feedback is given as follows

$$p(E_{ui,vj} \in S_{neg}) = 1 - h(\theta_{ui} \cdot \theta_{vj}^T) \quad (2)$$

where $S_{neg}$ means the negative feedback graph, which is generated by negative sampling. The probability of the user and item sampled in negative sampling is proportional to its frequency in training sets. The likelihood function for training sets is proposed as

$$p(G, S_{neg}, \theta_u, \theta_v) = \prod_{E_{ui,vj} \in G} h(\theta_{ui} \cdot \theta_{vj}^T) \prod_{E_{ui,vj} \in S_{neg}} 1 - h(\theta_{ui} \cdot \theta_{vj}^T) \quad (3)$$

where $\theta_u$ and $\theta_v$ indicate the embedding of all users and items, the logarithmic form of (3) is given

$$E_{IFE} = \log p(G, S_{neg}, \theta_u, \theta_v) = \sum_{E_{ui,vj} \in G} \log h(\theta_{ui} \cdot \theta_{vj}^T) + \sum_{E_{ui,vj} \in S_{neg}} \log (1 - h(\theta_{ui} \cdot \theta_{vj}^T)) \quad (4)$$

According to the maximum likelihood estimation rule, embeddings of users and items could be estimated by maximizing $E_{IFE}$, which is illustrated in (4). The application considered here is focused on implicit feedback graph containing only positive feedback. For the real-valued or discrete-valued implicit feedback graph, linear regression or softmax regression can be introduced to address the problem in the similar way respectively.
The side information of users and items can be represented by one-hot encoding easily. Further, $I_{ui}$ and $I_{vj}$, the information of user $i$ and item $j$, can be built by combining implicit feedback, side information and other additional information. $I_{ui}$ and $I_{vj}$ are produced as follows

$$\begin{align*}
I_{ui} &= θ_{ui} + ξ_{ui} \oplus \ldots \\
I_{vj} &= θ_{vj} + ξ_{vj} \oplus \ldots
\end{align*}$$

(5)

where $\oplus$ is the concatenation operator, $θ_{ui}$ and $θ_{vj}$ denote the IFE about user $i$ and item $j$, respectively, $ξ_{ui}$ and $ξ_{vj}$ are the side information of user $i$ and item $j$. Furthermore, $I_{ui}$ and $I_{vj}$ can be flexible and can be incorporate with any useful information such as content information of items, social information of users and so on. Correspondingly, DMF has capability to convey diversified information for recommendation model.

### E. Deep Matrix Factorization and Feature Transforming Function

The rating prediction formula of DMF is proposed as

$$\tilde{r}_{ij} = F_u(I_{ui}, Θ_u) \cdot F_v(I_{vj}, Θ_v)^T + G_{ui} + G_{vj}$$

(6)

where $F_u(I_{ui}, Θ_u)$ and $F_v(I_{vj}, Θ_v)$ are the feature transforming functions for users and items, respectively, $I_{ui}$ and $I_{vj}$ are the input information of user $i$ and item $j$, $Θ_u$ and $Θ_v$ denote the parameters in $F_u$ and $F_v$. $G_{ui}$ and $G_{vj}$ are introduced to present the global effects of user $i$ and item $j$.

We assume the observed noise in DMF fit the Gaussian distribution, $ε \sim \mathcal{N}(0, δ^2)$. Then, the conditional distribution of $r_{ij}$ can be presented as

$$p(r_{ij}|θ_u, θ_v, G_{ui}, G_{vj}, δ) = \mathcal{N}(\tilde{r}_{ij}, r_{ij}, δ^2)$$

(7)

where $\mathcal{N}(x|μ, δ^2)$ is the probability density function of the Gaussian distribution with the mean $μ$ and variance $δ^2$. The likelihood function of observed ratings over training data can be proposed as

$$p(R|θ_u, θ_v, G_{ui}, G_{vj}, δ) = \prod_{i=1}^{||U||} \prod_{j=1}^{||I||} \mathcal{N}(\tilde{r}_{ij}|r_{ij}, δ^2)^{1_{ij}}$$

(8)

where $1_{ij}$ is the indicator matrix, in which $1_{ij}$ is equal to 1 if $r_{ij}$ is observed and equal to 0 otherwise. To simplify the calculation process, we use the log-likelihood function instead of the original likelihood function, which is given by

$$L = \log p(R|θ_u, θ_v, G_{ui}, G_{vj}, δ)$$

$$= -\frac{1}{2σ^2} \sum_{i=1}^{||U||} \sum_{j=1}^{||I||} 1_{ij}(r_{ij} - F_u(I_{ui}, Θ_u) \cdot F_v(I_{vj}, Θ_v)^T$$

$$- G_{ui} - G_{vj})^2 - \frac{1}{2} \left( \sum_{i=1}^{||U||} \sum_{j=1}^{||I||} 1(ij) \right) \ln πδ^2 + C$$

(9)

thus,

$$E_{DMF} = -\frac{1}{2} \sum_{i=1}^{||U||} \sum_{j=1}^{||I||} 1_{ij}(r_{ij} - F_u(I_{ui}, Θ_u) \cdot F_v(I_{vj}, Θ_v)^T$$

$$- G_{ui} - G_{vj})^2 - \frac{1}{2} \left( \sum_{i=1}^{||U||} \sum_{j=1}^{||I||} 1(ij) \right) \ln πδ^2 + C$$

(10)

where $C$ is a constant that does not depend on the $\cdot$. According to maximum likelihood estimation (MLE), parameters $Θ_u$, $Θ_v$, $G_{ui}$ and $G_{vj}$ can be estimated by maximizing (9) which is equivalent to minimizing the sum-of-squared-errors objective function (10).

The multi-layer perceptron (MLP) is introduced as a feature transforming function in DMF, shown in Fig.4. MLP is an effective model to transform the input features into any distribution. Furthermore, the dropout technique [37] is adopted to enhance the generalization ability of MLP in DMF. The functions of $F_u(I_{ui}, Θ_u)$ and $F_v(I_{vj}, Θ_v)$ depend on the hidden structure of MLP. Therefore, we introduce the recurrence equations of $F_u(I_{ui}, Θ_u)$ and $F_v(I_{vj}, Θ_v)$ in this section. The recurrence equations of $F_u(I_{ui}, Θ_u)$ are as follows

$$\begin{align*}
a_u^{(l)} &= I_{ui} \\
m_u^{(l)} &\sim Bernoulli(φ) \\
a_u^{(l+1)} &= a_u^{(l)} \circ m_u^{(l)} \\
F_u(I_{ui}, Θ_u) &= a_u^{(l)}
\end{align*}$$

(11)

where $F_u$ as a $l$-layers MLP, $a_u^{(l)}$ means the activations of $z$-th layer in $F_u$, we also use $a_u^{(l)}$ to denote the values from the input layer and $a_u^{(l)}$ denotes the output of $F_u$. $b_u^{(l)}$ are the weight and bias in layer $z$. $m_u^{(l)}$ represents the dropout mask in $z$-th layer and $φ$ is the keep rate in dropout. The symbol $\circ$ means the Hadamard product between two matrices. The parameters in $F_u$ can be summarized as $Θ_u = \{W_u^{(1)}, W_u^{(2)}, ..., W_u^{(l)}, b_u^{(1)}, b_u^{(2)}, ..., b_u^{(l)}\}$, $φ$ indicates the active function in MLP. In DMF, rectified linear unit (ReLU) [38] is introduced as the active function. Moreover, it can be expressed as ReLU($x$) = max($0, x$).

In the same manner, the recurrence equations of $F_v(I_{vj}, Θ_v)$ is given by
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\[ a_v^{(1)} = I_v \]
\[ m^{(1)}_v \sim \text{Bernoulli}(\varphi) \]
\[ \hat{a}_v^{(1)} = a_v^{(1)} \odot m_v^{(1)} \]
\[ a_v^{(c+1)} = \sigma(\hat{a}_v^{(c)} \cdot W_v^{(c+1)} + b_v^{(c+1)}), \zeta \in \{1, 2, \ldots, l-1\} \]
\[ F_v(I_v, \Theta_v) = a_v^{(l)} \]

(12)

In DMF, the input \( I_{ui} \) and \( I_{vj} \) may have different dimensions, but the outputs of \( F_u(I_{ui}, \Theta_u) \) and \( F_v(I_{vj}, \Theta_v) \) must have the same dimensions. Accordingly, we set the same hidden structures for both \( F_u(I_{ui}, \Theta_u) \) and \( F_v(I_{vj}, \Theta_v) \) in this article.

III. OPTIMIZATION AND PARAMETER DETERMINATION

A. Optimize the IFE

To address the large-scale representation learning problem, we adopt mini-batch gradient ascent (MBGA) algorithm to optimize the objective function in (4). According to the MBGA strategy, we update \( \theta_u, \theta_v \) respectively by the update rule in (13).

\[
\begin{align*}
\arg \max_{\theta_u, \theta_v} E_{\text{IFE}} & \\
\theta_u & \leftarrow \theta_u + \alpha \cdot \frac{\partial E_{\text{IFE}}}{\partial \theta_u} \\
& = \theta_u + \alpha \cdot \sum_{E_{ui}, v_j \in G} (1 - h(\theta_{ui} \cdot \theta_{vj}^T)) \cdot \theta_{vj} \\
& + \alpha \cdot \sum_{E_{ui}, v_j \in S_{neg}} -h(\theta_{ui} \cdot \theta_{vj}^T) \cdot \theta_{ui} \\
\theta_v & \leftarrow \theta_v + \alpha \cdot \frac{\partial E_{\text{IFE}}}{\partial \theta_v} \\
& = \theta_v + \alpha \cdot \sum_{E_{ui}, v_j \in G} (1 - h(\theta_{ui} \cdot \theta_{vj}^T)) \cdot \theta_{ui} \\
& + \alpha \cdot \sum_{E_{ui}, v_j \in S_{neg}} -h(\theta_{ui} \cdot \theta_{vj}^T) \cdot \theta_{ui}
\end{align*}
\]

(13)

where \( \alpha \) is the learning rate in gradient-based optimization algorithm, \( \{ui, vj\} \) means a mini-batch specimen sampled from \( G \) or \( S_{neg} \). And a simple implement method of negative sampling is presented as follows.

Algorithm 1. Negative sampling

Input: implicit feedback graph \( G \)
Set: batch size \( b \)
1: Sample two edges \( E_{ua,vu} \) and \( E_{ub,vb} \) randomly from implicit feedback graph \( G \)
2: while \( |S_{neg}| < b \) do:
   if \( E_{ua,vb} \notin G \)
      add \( E_{ua,vb} \) to \( S_{neg} \),
end while
Output: \( S_{neg} \)

Then, the implicit feedback embedding algorithm can be proposed as,
similarly, the recursion partial derivative equation for $\theta_v$ is given as,

$$
\frac{\partial E_{\text{DMF}}}{\partial b_v^{(i)}} = \frac{\partial E_{\text{DMF}}}{\partial a_v^{(i)}} \cdot \frac{\partial a_v^{(i)}}{\partial b_v^{(i)}} = \frac{\partial E_{\text{DMF}}}{\partial a_v^{(i)}} \odot \sigma'(a_v^{(i-1)} \cdot W_v^{(i)} + b_v^{(i)})
$$

$$
\frac{\partial E_{\text{DMF}}}{\partial W_v^{(i)}} = \frac{\partial E_{\text{DMF}}}{\partial a_v^{(i)}} \odot \frac{\partial a_v^{(i)}}{\partial W_v^{(i)}} = \frac{\partial E_{\text{DMF}}}{\partial a_v^{(i)}} \odot \sigma'(a_v^{(i-1)} \cdot W_v^{(i)} + b_v^{(i)}) \cdot W_v^{(i)} \circ m_v^{(i-1)}
$$

(16)

where $\odot$ denotes the Hadamard product between two matrices, $\sigma'(\bullet)$ means derived function of the active function in MLP. The partial derivatives with respect to output of $F_u$ and $F_v$ are

$$
\frac{\partial E_{\text{DMF}}}{\partial a_u^{(i)}} = \frac{\partial E_{\text{DMF}}}{\partial F_u(I_{ul}, \Theta_u)} \left|_{|l|, |u|} \right.
= \sum_{i=1}^{k} \sum_{j=1}^{k} 1_{ij}(\hat{r}_{ij} - r_{ij}) \cdot F_v(I_{vj}, \Theta_v)
$$

$$
\frac{\partial E_{\text{DMF}}}{\partial a_v^{(i)}} = \frac{\partial E_{\text{DMF}}}{\partial F_v(I_{vl}, \Theta_v)} \left|_{|l|, |u|} \right.
= \sum_{i=1}^{k} \sum_{j=1}^{k} 1_{ij}(\hat{r}_{ij} - r_{ij}) \cdot F_u(I_{ul}, \Theta_u)
$$

(17)

**Algorithm 3.** Deep Matrix Factorization

**Input:** implicit feedback set $G$, rating set $R$, side information $S$

**Set:** batch size $b$, learning rate $\alpha$, dimensionality $k$

1: Initialize $\Theta_u, \Theta_v, G_u, G_v$ randomly
2: Compute the embeddings of users and items, $\theta_u$ and $\theta_v$, by Algorithm 2
3: Built information pool $I_u$ and $I_v$ with $S, \theta_u$ and $\theta_v$
4: while not $E_{\text{DMF}}$ is converged do:
   sample a mini batch from $R$ in size $b$
   update $G_{u_{\text{test}}}$ and $G_{v_{\text{test}}}$ via (14) with mini batch
   update $\Theta_u$ and $\Theta_v$ via (14)-(17) with mini batch
end while

**Output:** DMF model

**C. Parameter determination**

In IFE, $k$ denotes the dimensionality of user and item embedding. It controls the capacity of the representation model. The hyper-parameter $\varphi$, in DMF, is the parameter in dropout. The value of $\varphi$ affects the generalization of DMF. The structure and number of neurons in MLP controls the capacity of DMF. The deeper or wider the structure, the bigger the capacity DMF will have [39], [40].

Some approaches have been developed to determine these parameters automatically, such as the discrepancy principle [41], generalized cross-validation [42], and the L-curve method [43]. In this article, the parameters are determined heuristically. We validate the large range of the parameters with the method given in [42]. For the different scale of the size levels of datasets, there are small changes for the optimal parameters. We find that promising performance can be achieved with the parameters $\varphi = 0.5$ and with three layers MLP structure $[k, a \times k, 0.5 \times a \times k]$, where $k+$ means the dimensionality of input with $k$-dimensional embedding and one-hot encoding side information, $a \in [2,4]$.

**IV. EXPERIMENTS AND DISCUSSION**

**A. General setting**

1) **Evaluation Metrics:** There are numerous aspects to evaluate a recommendation algorithm, such as the prediction accuracy, coverage, serendipity, and so on. In this article, we mainly consider the error between predictions and the actual ratings, because it can directly demonstrate whether the model is in a position to capture the essential features of training data or not. In our experiments, two popular error metrics are used to measure the prediction accuracy: the mean absolute error (MAE) and the root mean square error (RMSE). The smaller the MAE or RMSE value becomes, the higher the accuracy. MAE and RMSE are defined as

$$
RMSE = \sqrt{\frac{1}{|R_{\text{test}}|} \sum_{r_{ij} \in R_{\text{test}}} (\hat{r}_{ij} - r_{ij})^2}
$$

(18)

and

$$
MAE = \frac{1}{|R_{\text{test}}|} \sum_{r_{ij} \in R_{\text{test}}} |\hat{r}_{ij} - r_{ij}|_{abs}
$$

(19)

where $|R_{\text{test}}|$ denotes the cardinality of the test set, and $|\bullet|_{abs}$ means the absolute value.

2) **Tested Models:** Five models are included in our experiment as follows.

a) **Mean:** Each rating is predicted by the average of the ratings on the training set.

b) **PMF:** Probabilistic matrix factorization is a baseline matrix factorization model proposed by Salakhutdinov, et al. in [13]. PMF is the most widely used recommendation model.

c) **AutoRec:** AutoRec is an autoencoder-based recommendation framework, designed by Sedhai, et al. in [31]. In this paper, we use I-AutoRec as the test model.

d) **NADE:** Neural autoregressive distribution estimation is submitted by Uri B, et al. in [32]. And NADE is used to address CF problem by Zheng and Tang et al. in [33].

e) **DLTSR:** Deep learning for long-tail web service recommendations is proposed by Bai B, et al. in [29].

f) **ReDa:** Representation learning via dual-autoencoder for recommendation is a dual-autoencoder based recommendation algorithm which is designed by Zhuang F, et al. in [30].

g) **DMF:** Deep matrix factorization is the model proposed in this article. To obtain objective results, we only use rating
data to train the model, such as the above mentioned models.

h) **DMF+**: The model proposed in this article. DMF+ adopts side information and extra implicit feedback to enhance the model performance.

3) **Datasets**: Five datasets are employed in our experiments as listed below

a) **MovieLens-100k** dataset: MovieLens datasets were collected under the GroupLens Research Project at the University of Minnesota. MovieLens-100k contains 100,000 anonymous ratings for 1,682 movies by 943 users. The sparsity on this dataset is 93.70%. It also has side information such as age, gender, occupation for users and release date, and genres for movies.

b) **MovieLens-1M** dataset: MovieLens-1M is also from MovieLens datasets. MovieLens-1M has 1,000,209 ratings from 3,900 users for 6,040 movies. The sparsity on it is 95.75%. MovieLens-1M has the same side information as MovieLens-100k.

c) **Douban-Book** dataset is a subset of Douban-50000 dataset, which is shared by Zhong [44] from Douban. Douban is one of the Chinese online social network site providing reviews and recommendations services for books, movies, and music. Douban-Book has 543,432 anonymous ratings from 9,671 users on 8,330 books. Douban-Books sparsity is 99.32%. It contains 422,783 implicit feedback.

d) **Douban-Movie** dataset is also the subset of Douban-50000. Douban-Movie consists of 2,530,679 ratings and 1,116,269 implicit feedback from 13,363 users for 13,530 movies. The data sparsity is 98.60% in Douban-Movie.

e) **Douban-Music** dataset is the subset of Douban-50000 on the music area. It has 809,000 ratings and 333,673 implicit feedback on 11,073 music marked by 8,334 users. The sparsity of Douban-Music is 99.12%.

Rating scale on all five datasets is [1, 5]. For gaining objective and unbiased results, we have employed the 80%-20% train-test settings and 5-fold cross-validation technique.

B. **Experimental Implementation**

The involved five models are trained and compared on all five datasets. For PMF, we set λ=0.005 in all datasets, and k=50 in MovieLens-100k, k=200 in the rest of the datasets. As to AutoRec, we choose λ=1 in all datasets, and 200 hidden neurons for MovieLens-100k, 500 hidden neurons for the other datasets. We set the hidden size equal to 200 in MovieLens-100k and 500 for others in NADE. In DLTSR, we set a = 100, λ_n = 1, λ_u=10, λ_w=0.0001, and C_H=0.1 in all datasets as the author recommended, then hidden structure is built as [200, 50, 200] in MovieLens-100k, [500, 200, 500] in the rest of the datasets. For ReDa, α and β are set at 0.5, γ is set as 1, k=50 in all datasets. In DMF, ϕ is set at 0.5 in all datasets, the hidden structure is [50, 200, 100] in MovieLens-100k dataset, [300, 600, 300] in MovieLens-1M and [200, 400, 200] in three Douban datasets. The first value in the hidden structure represents the representation dimensionality in IFE, namely k. DMF+ has the same parameters setting as DMF. All seven models are optimized by mini-batch gradient descent algorithm with learning rate α=0.02 and batch size 128.

The experiment was performed on a PC Server equipped with an Intel(R) Core(TM) i7-7700K CPU@4.20GHz, NVIDIA GeForce GTX 1080 Ti GPU, and 32 GB RAM. We implemented the DMF with software library TensorFlow [45].

C. **Results and Discussion**

1) **Accuracy analysis of DMF**: For accuracy comparison of Mean, PMF, AutoRec, NADE, DLTSR, ReDa, and DMF on all five datasets, the lowest RMSE and MAE of each model are summarized in Table I. The consumed time for each training epoch is also included in Tables I. The RMSE at training process is depicted in Fig. 5. In a general manner, DL based methods have a better performance than the traditional methods, as manifested in Table I and Fig. 5. AutoRec, NADE, DLTSR, ReDa, and DMF have prodigious improvement relative to the baseline method PMF and Mean. Compared with PMF, DMF has 5.9%~9.2% improvement in RMSE and 12.3%~19.7% in MAE. Moreover DMF achieves the best performance in both MAE and RMSE metrics. During the training process, DMF demonstrates high efficiency which is clarified in Fig. 5. Moreover, DMF+ has better result than DMF as it utilizes side information and extra implicit feedback. Results are improved 0.3%~0.4% by using side information in MovieLens-100k and MovieLens-1M, 2%~3% by using extra implicit feedback in three Douban datasets, respectively. It proves that the DMF+ is a high-performance recommendation framework and it has the capability to enhance model effectiveness by extracting the features from additional input information as well.

2) **Training efficiency analysis of DMF**: AutoRec, NADE, DLTSR, and ReDa introduce user rating behavior as input
<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE</th>
<th>MAE</th>
<th>Consumed time for each epoch (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.1537</td>
<td>0.9680</td>
<td>-</td>
</tr>
<tr>
<td>PMF [13]</td>
<td>0.9701</td>
<td>0.7823</td>
<td>-</td>
</tr>
<tr>
<td>AutoRec [31]</td>
<td>0.9019</td>
<td>0.6771</td>
<td>243</td>
</tr>
<tr>
<td>NADE [33]</td>
<td>0.8984</td>
<td>0.6578</td>
<td>563</td>
</tr>
<tr>
<td>DLTSR [29]</td>
<td>0.9304</td>
<td>0.7375</td>
<td>2503</td>
</tr>
<tr>
<td>ReDa [30]</td>
<td>0.9190</td>
<td>0.7203</td>
<td>2412</td>
</tr>
<tr>
<td>DMF</td>
<td>0.8918</td>
<td>0.6568</td>
<td>176</td>
</tr>
<tr>
<td>DMF+</td>
<td><strong>0.8889</strong></td>
<td><strong>0.6550</strong></td>
<td><strong>180</strong></td>
</tr>
</tbody>
</table>

**Table I**  

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE</th>
<th>MAE</th>
<th>Consumed time for each epoch (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.1169</td>
<td>0.9335</td>
<td>-</td>
</tr>
<tr>
<td>PMF [13]</td>
<td>0.8891</td>
<td>0.6971</td>
<td>1239</td>
</tr>
<tr>
<td>AutoRec [31]</td>
<td>0.8401</td>
<td>0.6214</td>
<td>2173</td>
</tr>
<tr>
<td>NADE [33]</td>
<td>0.8457</td>
<td>0.6122</td>
<td>4028</td>
</tr>
<tr>
<td>DLTSR [29]</td>
<td>0.8637</td>
<td>0.6709</td>
<td>8912</td>
</tr>
<tr>
<td>ReDa [30]</td>
<td>0.8485</td>
<td>0.6646</td>
<td>8873</td>
</tr>
<tr>
<td>DMF</td>
<td>0.8538</td>
<td>0.6107</td>
<td>1816</td>
</tr>
<tr>
<td>DMF+</td>
<td><strong>0.8321</strong></td>
<td><strong>0.6082</strong></td>
<td><strong>1854</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE</th>
<th>MAE</th>
<th>Consumed time for each epoch (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.8477</td>
<td>0.6516</td>
<td>-</td>
</tr>
<tr>
<td>PMF [13]</td>
<td>0.7791</td>
<td>0.6131</td>
<td>-</td>
</tr>
<tr>
<td>AutoRec [31]</td>
<td>0.7832</td>
<td>0.5788</td>
<td>1217</td>
</tr>
<tr>
<td>NADE [33]</td>
<td>0.7656</td>
<td>0.5603</td>
<td>2098</td>
</tr>
<tr>
<td>DLTSR [29]</td>
<td>0.7304</td>
<td>0.5267</td>
<td>4481</td>
</tr>
<tr>
<td>ReDa [30]</td>
<td>0.7390</td>
<td>0.5386</td>
<td>4509</td>
</tr>
<tr>
<td>DMF</td>
<td>0.7221</td>
<td>0.5195</td>
<td>923</td>
</tr>
<tr>
<td>DMF+</td>
<td><strong>0.7088</strong></td>
<td><strong>0.5070</strong></td>
<td><strong>929</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE</th>
<th>MAE</th>
<th>Consumed time for each epoch (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.9368</td>
<td>0.7570</td>
<td>-</td>
</tr>
<tr>
<td>PMF [13]</td>
<td>0.7909</td>
<td>0.6233</td>
<td>1287</td>
</tr>
<tr>
<td>AutoRec [31]</td>
<td>0.8036</td>
<td>0.5900</td>
<td>2568</td>
</tr>
<tr>
<td>NADE [33]</td>
<td>0.7458</td>
<td>0.5381</td>
<td>4564</td>
</tr>
<tr>
<td>DLTSR [29]</td>
<td>0.7327</td>
<td>0.5160</td>
<td>11037</td>
</tr>
<tr>
<td>ReDa [30]</td>
<td>0.7362</td>
<td>0.5277</td>
<td>11532</td>
</tr>
<tr>
<td>DMF</td>
<td>0.7229</td>
<td>0.5189</td>
<td>2317</td>
</tr>
<tr>
<td>DMF+</td>
<td><strong>0.7105</strong></td>
<td><strong>0.5076</strong></td>
<td><strong>2395</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE</th>
<th>MAE</th>
<th>Consumed time for each epoch (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.7874</td>
<td>0.6455</td>
<td>-</td>
</tr>
<tr>
<td>PMF [13]</td>
<td>0.7192</td>
<td>0.5663</td>
<td>609</td>
</tr>
<tr>
<td>AutoRec [31]</td>
<td>0.7466</td>
<td>0.5616</td>
<td>1305</td>
</tr>
<tr>
<td>NADE [33]</td>
<td>0.6776</td>
<td>0.4790</td>
<td>2164</td>
</tr>
<tr>
<td>DLTSR [29]</td>
<td>0.6609</td>
<td>0.4605</td>
<td>5124</td>
</tr>
<tr>
<td>ReDa [30]</td>
<td>0.6699</td>
<td>0.4712</td>
<td>4557</td>
</tr>
<tr>
<td>DMF</td>
<td>0.6529</td>
<td>0.4545</td>
<td>980</td>
</tr>
<tr>
<td>DMF+</td>
<td><strong>0.6415</strong></td>
<td><strong>0.4361</strong></td>
<td><strong>993</strong></td>
</tr>
</tbody>
</table>

Fig. 6. Performance of DMF+ measured by RMSE and MAE with increasing value from 0.1 to 1 on (a) MovieLens-100k, MovieLens-1M; (b) Douban-Book, Douban-Movie, Douban-Music.

information. However, they organize behavior information graph in adjacent matrix, which is high-dimensional and sparse. Therefore, that scale of model parameters of the above mentioned model is extremely large. Unlike these methods, DMF and DMF+ adopt IFE as model input, which reduces the scale of model parameters prominently and increases model training efficiency. The time costs for each epoch with these approaches are given in the last column of Table I. The result proves that DMF has superiority on training efficiency when compared to AutoRec, NADE, DLTSR or ReDa.

3) Sensitivity analysis of the parameter $\varphi$. To boost the generalization ability of DMF, the dropout technique is introduced. To analyze the effect of the keep rate named $\varphi$, we performed some experiments on all five datasets with the keep rate sampled from 0.1 to 1. We depicted the RMSE and MAE values of different sampled $\varphi$ on all five datasets in Fig. 6. From Fig. 6, we can observe that dropout model ($\varphi \neq 1$) has achieved better performance compared with none dropout model ($\varphi=1$), and we can also find that the result in $\varphi=0.1$ is much worse than the result in $\varphi=0.5$. Consequently it is essential to choose the value of $\varphi$ cautiously. In the contrast experiment, the model gets the best result when $\varphi$ equals to 0.5 on all five datasets. We may conclude that dropout can improve model performance effectively. As to the value of $\varphi$, it can be set at 0.5 in most cases.

4) Sensitivity analysis of active function and the structure of MLP: In DL based model, the choice of active function or the structure of MLP effects model performance directly. To reveal the relevance between model performance and the parameters in MLP, we add some comparison experiments. Three widely used active functions: the rectified linear unit (ReLU), the Sigmoid function, and the Tanh function, and four MLP structures are chosen for the comparison experiment on MovieLens-100k and Douban-Book. We drew the RMSE and MAE values of different parameters on histograms which is illustrated in Fig. 7. For the active function, we find in Fig. 7 that ReLU achieves the smallest MAE and RMSE values with all MLP structures. ReLU makes statistically insignificant features to zero, which is analogous to the pruning technique.
The model robustness and generalization capacity are boosted by adopting ReLU as active function. Because of the linear construction of ReLU, it alleviates the gradient vanishing problems of MLP and promotes model training efficiency. To analyze the effect of the MLP structure, we set the same input and output size in the comparison models. The input size is related to the dimensionality of user and item representation $k$ and the extended information, and the output size is set at one or two times of $k$. In the experiment, we insert different number of layers (depth of MLP) and hidden neurons for each layer (width of MLP). The input size is related to the dimensionality of user and item embedding $k$ and the extended information, and the output size is set at one or two times of $k$. In the experiment, we insert different number of hidden layers (depth of MLP) and hidden neurons for each layer (width of MLP). The experiment result is presented in Figs. 7 and 8. MLP structures have a direct correlation with model capacity. Further, model capacity should match the scale of training data to avoid the under-fitting or over-fitting problem. The results in Figs. 7 and 8 demonstrate that the model has no hidden neurons ($l=2$), has less accuracy than the other models, leading to the under-fitting problem distinctly. Thus, it is indispensable to set at least one hidden neurons between the input layer and output layer. Consequently, the result manifests that a three-layer structure achieves the best performance. In our experiments, the model performance is not increased by structuring deeper MLP. The vanishing gradient problem [46] is the major factor behind the phenomenon. Deep MLP structure increases the difficulty of gradient propagating process. It makes the model difficult to be trained smoothly. Therefore, a three-layer MLP model is the best choice to avoid this problem. Based on the above analysis and experimental results, we may conclude that the result is promising when the ReLU pair and three-layer MLP model is chosen.

V. CONCLUSION

In this article, we have proposed a DL based recommendation framework DMF, which can integrate any kinds of side information handily and efficiently. The main idea of DMF is to build two feature transforming functions to generate users and items latent factors instead of optimizing them directly. DMF architecture is more competent to generate logical latent factors from multiple kinds of features. As to the implicit feedback that is most commonly used in recommendation systems, a representation learning approach IFE is proposed. IFE converts the high-dimensional and sparse implicit feedback information into a low-dimensional real-valued vector and retains primary features. Based on these strategies, the DMF is proposed, which is especially designed for CF problems. Experimental results on five manifold, industrial datasets well demonstrate that DMF can obtain advantage in prediction accuracy even compared to the state-of-the-art models. Furthermore, DMF is proficient to enhance recommendation effect by merging side information. The tuning process of DL based model is time-consuming and tedious. Thus, automatic adjustment of hyper-parameters is an important issue in our future research. Moreover it is necessary to explore new DL models, such as attention model, and embedding model in our future work. Although the application considered here is focused on recommendation systems, DL based MF model could be the general solution for some multisource industrial applications. The next step of our research is to apply the proposed method on more industrial problems. Furthermore, the parallel computing of proposed algorithm is also worth exploring.
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