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Abstract—Despite the promising progress made in recent years, person reidentification (re-ID) remains a challenging task due to the complex variations in human appearances from different camera views. This paper proposes to tackle this task by jointly learning feature representation and distance metric in an end-to-end manner. Existing deep metric learning-based re-ID methods usually encounter the following two weaknesses: 1) most works based on pairwise or triplet constraints often suffer from slow convergence and poor local optima, partially because they use very limited samples for each update and 2) hard negative sample mining has been widely applied in existing works. However, hard positive samples, which also contribute to the training of network, have not received enough attention. To alleviate these problems, we develop a novel structural metric learning objective for person re-ID, in which each positive pair is allowed to be compared against all negative pairs in a minibatch and each positive pair is adaptively assigned a hardness-aware weight to modulate its contribution. The introduced positive pair weighting strategy enables the algorithm to focus more on the hard positive samples. Furthermore, we propose to enhance the proposed loss function by adding a global loss term to reduce the variances of positive/negative pair distances, which is able to improve the generalization capability of the network model. By this approach, person images can be nonlinearly mapped into a low-dimensional embedding space where similar samples are kept closer and dissimilar samples are pushed farther apart. We implement the proposed algorithm using the inception architecture and evaluate it on three large-scale re-ID data sets. Experiment results demonstrate that our approach is able to outperform most state of the arts while using much lower dimensional deep features.

Index Terms—Computer vision, deep metric learning, deep neural network, machine learning, person re-identification (re-ID).

I. INTRODUCTION

IN RECENT years, person reidentification (re-ID) [1]–[4] has attracted increasing attention in the computer vision community for its critical role in security surveillance applications. It aims to recognize the person of interest across multiple nonoverlapping camera views. Given a probe person image (query), the task is to rank all the person images in the gallery set by the similarity between the query and candidate images and return the most relevant images as retrieval results. To tackle this problem, massive efforts [5]–[20] have been made over the last decade. However, it remains a challenging problem since a person’s appearance usually undergoes dramatic variations across camera views due to the changes in view angle, body pose, illumination, and background clutter.

Traditional methods mainly consist of two parts: feature extraction and metric learning. The first part focuses on designing robust hand-crafted features [6]–[10]. The second part [5], [11]–[17], [21], [22] aims to learn a suitable distance/similarity function. Despite the promising progress, they optimize the two parts either separately or sequentially, which may result in a suboptimal performance. Once useful information has been lost in the feature extraction stage, it can hardly be recovered later.

More recently, deep convolutional neural networks (CNNs) have gained increasing popularity in person re-ID [3], [4], [23]–[41]. Different from traditional works, deep CNN-based approaches are able to learn feature representation and distance metric jointly in an end-to-end manner, where the major task is to learn a nonlinear discriminative mapping from person images to low-dimensional embeddings, where similar examples are mapped close to each other, while dissimilar examples are pushed farther apart.

Existing deep CNN-based re-ID approaches can roughly be classified into two groups. The first group [26]–[30], [42] considers each sample independently using an identification loss, which directly casts person re-ID as a multiclass recognition task and usually learns a nonlinear mapping from an input person image to its person identity using a cross-entropy loss. Despite the simplicity, the first group of methods may be less effective on small data sets, and the identification loss usually suffers from the large intrapersonal variance. The second group [25], [31]–[40] prefers to learn discriminative feature embeddings by employing pairwise or triplet constraints. Pairwise constraint-based methods [25], [31]–[36] take paired person images (positive/negative pairs) as an input to minimize a verification/contrastive loss. They usually focus on both reducing interpersonal variations and enlarging interperson variations and result in an absolute distance. Triplet constraint-based methods [37]–[40] take image triplets for each update and minimize a triplet loss that encourages the network to find an embedding space where the distance
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between positive pair (anchor, positive) is smaller than that between negative pair (anchor, negative) by a fixed margin. Triplet constraints result in a relative distance which usually matters more than absolute distance for most tasks [43]–[47], e.g., face verification, image clustering, and retrieval. The second group has received much more attention in recent years. This paper is more related to the second group.

Despite yielding promising progress, pairwise or triplet constraint-based works often suffer from slow convergence and poor local optima [46], partially because they only employ two samples (pairwise constraints) or three samples (triplet constraints) for each update. Moreover, most existing works focus more on mining hard negative samples for the optimization of network, while they pay less attention to hard positive samples that also contribute to the optimization.

To alleviate these problems, this paper proposes to learn feature representation and distance metric jointly in an end-to-end manner for person re-ID with a hardness-aware structural metric learning objective. The proposed learning objective improves the triplet loss by allowing each positive pair to be compared against all the corresponding negative pairs within minibatch for each update. To better leverage hard positive samples, each positive pair is adaptively assigned a hardness-aware weight in the proposed learning objective, which enables the algorithm to focus more on hard positive samples rather than treat all positive pairs equally. By this way, the learning performance can be effectively improved. In addition, the second-order statistics of positive/negative pair distances is incorporated into our learning objective to improve the generalization capability of the network. Specifically, we introduce a global loss term that penalizes the large variances of positive/negative pair distances. By the proposed approach, we expect to learn more discriminative deep features that are robust to person appearance variation. Extensive experiments on several large-scale data sets have demonstrated the effectiveness of the proposed structural feature embedding learning approach.

II. RELATED WORK

A. Deep Metric Learning

Distance metric learning [48], [49] aims to learn a mapping from the input data space to a low-dimensional embedding space, where similar instances are kept closer, while dissimilar instances are pushed farther apart. In recent years, with the remarkable development of deep learning techniques [50]–[54], deep metric learning has shown promising results on multiple computer vision tasks, e.g., face recognition, image retrieval, and fine-grained image recognition. The major difference with standard metric learning is that deep metric learning optimizes feature and metric jointly in an end-to-end manner. Existing works can be roughly classified into the following three groups.

The first group of deep metric learning methods trains Siamese networks with a contrastive loss [55]–[57], in which paired data are fed into neural networks. They usually minimize intraclass distance and penalize interclass distance for being smaller than a data-independent threshold. The contrastive loss usually results in the absolute distance.

The second group of methods aims to learn deep embeddings using the triplet loss [43], [44], [58], which takes triplets as an input. Each triplet consists of three samples (anchor, positive, and negative), where the former two samples share the same class label and the third one is from a different class. Triplet loss encourages the network to find an embedding space where the anchor sample is closer to the positive sample than the negative sample. The triplet loss results in a relative distance that has been shown to be better than an absolute distance in most tasks. For the triplet-loss-based methods, it is crucial to mine hard samples, e.g., the semihard or hardest negative samples, to select triplets violating the triplet constraints for fast convergence.

The third group of methods focuses on improving the performance by exploiting more negative samples for each update [45], [46] or exploiting the global structure of embedding space [47], [59]. Song et al. [47] proposed a lifted structured embedding loss by lifting the vector of pairwise distances within the minibatch to the dense matrix of pairwise distances. Sohn [46] designed an N-pair loss that optimizes the log probability of identification loss directly, which is a special case of the lifted structured loss [45]. Then, a structured prediction framework [47] is applied to ensure that the score of the ground-truth clustering assignment is higher than the score of any other clustering assignment, which exploits the global structure of embedding space and results in an impressive performance.

Our proposed loss function can be seen an improvement of lifted structured loss [45] and N-pair loss [46]. However, our loss can directly process the $\ell_2$-normalized features. It is an important architecture design in our model. Usually, an $\ell_2$-normalization layer is not adopted in most state-of-the-art deep metric learning methods, since it bounds the Euclidean distance in a small range and makes the optimization difficult. Besides, the lifted structured loss and N-pair loss [46] treat all positive pairs equally. We argue that hard positive pairs contribute more to the training of network than easy positive pairs. For this reason, we improve the lifted structured loss by adaptively assigning larger weights to hard positive pairs. Our loss function also includes a global loss term that minimizes the variances of positive/negative pair distances. It can improve the generalization capability of the network. By this way, the learning performance can be further improved.

B. Person Reidentification

This paper focuses on tackling person re-ID with the proposed deep metric learning scheme. We roughly categorize most existing works into two types: traditional methods and deep model-based methods. In this section, we only briefly introduce some representative works.

Traditional methods usually cope with two subproblems, i.e., feature learning and metric learning, separately. Some works focus on designing hand-crafted features [6]–[8], [10] that are expected to be robust to complex variations in human appearances from different camera views, e.g., local maximal occurrence feature [7] and Gaussian of Gaussian [6]. Some works focus on learning an optimal distance/similarity
function [11]–[13], [15]–[17], [60]–[62] using hand-crafted features to better characterize the similarity between a pair of person images. Zheng et al. [62] formulated re-ID as a relative distance learning problem by maximizing the probability that relevant samples have a smaller distance than the irrelevant ones. Kostinger et al. [14] developed a simple and effective metric learning method by computing the difference between the intraclass and the interclass covariance matrix. As an improvement, Liao et al. [7] proposed a cross-view quadratic discriminant analysis method by learning a more discriminative distance metric and a low-dimensional subspace simultaneously. Generally, traditional re-ID models can be easily trained and have shown a promising performance on small data sets, e.g. VIPeR [63].

Recently, more researchers in re-ID [3], [4], [23], [26]–[41], [64], [65] prefer to learn feature and metric jointly in an end-to-end manner by training deep neural networks. For the deep re-ID methods, an identification loss is the first choice, which has been exploited in multiple pioneering works [26]–[29]. For example, Xiao et al. [29] proposed to jointly handle person detection and identification in an end-to-end framework. Verification or contrastive loss functions are also widely used [31]–[36], which are usually employed to train Siamese-like networks [31], [32] using paired person images as an input. Ahmed et al. [35] improved the Siamese model by computing the cross-input neighborhood difference, which can capture local relationships between two input images. Later, Varior et al. [33] incorporated long short-term memory modules into the Siamese network, which can process person image parts sequentially so that the spatial connections can be memorized. More recently, triplet-based losses have attracted more attention in re-ID [37]–[40] for its great success in face recognition (FaceNet [44]). Compared with pairwise constraint-based losses, triplet-based loss functions take triplets as an input and result in a relative distance. Some works [3], [41], [66] also proposed to combine multiple loss functions to further enhance the performance. For example, Wang et al. [3] presented a deep learning framework to jointly optimize single-image representation and cross-image representation for re-ID, which achieves a satisfying performance. Both pairwise and triplet constraints are exploited in [3].

We propose a deep person re-ID scheme with a hardness-aware structural metric learning objective. It allows each positive pair to be compared against all negative pairs within minibatch and can adaptively assign large weights to hard positive pairs.

### III. Proposed Approach

This paper addresses the problem of person re-ID by training a deep convolutional network discriminatively. We aim to find a suitable distance function between two person images \( x_i \) and \( x_j \), which is expected to be small if \( x_i \) and \( x_j \) are from the same class or large if they are from different classes. In this paper, it is defined as a squared Euclidean distance between deep embeddings of person images: \( d^2(x_i, x_j) = \| f_\theta(x_i) - f_\theta(x_j) \|^2_2 \), where \( f_\theta(\cdot) \) is a nonlinear feature mapping parameterized by the network parameters \( \theta \) (weight matrices, bias vectors, and so on). Therefore, the key step of this problem is to learn the nonlinear feature mapping function \( f_\theta(\cdot) \) that can transform a person image \( x_i \) to a low-dimensional and discriminative embedding \( f_\theta(x_i) \in \mathbb{R}^d \) in the Euclidean space. We expect to directly output \( \ell_2 \)-normalized deep embeddings in the training stage rather than only normalize the embeddings in the testing stage. As shown in Fig. 1, an \( \ell_2 \)-normalization layer is added after the fully connected layer. During testing, we use the \( \ell_2 \)-normalized low-dimensional embeddings to compute the distance between a query person image (probe) and candidate person images (galleries) in the database. If a true match to the probe exists in the database, it should have a small distance with the probe and will be top-ranked. To learn \( f_\theta(\cdot) \), the task is to design a discriminative loss function to supervise the training of neural network. For simplicity, in this section, we omit \( \theta \) from \( f_\theta(\cdot) \) and use \( d^2_{ij} \) to replace \( d^2(x_i, x_j) \).

In this section, we first review several widely used loss functions in Section III-A, followed by the proposed loss function in Section III-B. The optimization procedure is described in Section III-C, followed by the implementation details in Section III-D.

#### A. Review

In this section, we briefly review three commonly used loss functions for embedding learning: identification loss, contrastive loss, and triplet loss.

1) **Identification Loss**: The most popular loss function for deep embedding learning is the identification loss [67], which formulates the learning task as a multiclass classification problem. It usually corresponds an \( n \)-way softmax layer in a neural network, which yields a probability distribution over \( n \) classes and minimizes the softmax loss function, denoted by

\[
\mathcal{L}(x_i, y_i) = - \log \frac{e^{W_i^T f(x_i) + b_i}}{\sum_{j=1}^{n} e^{W_j^T f(x_i) + b_j}}
\] (1)

![Fig. 1. Overview of the proposed person re-ID framework. The basic idea is to learn a nonlinear mapping from person images to discriminative embeddings based on a deep CNN. For each iteration, in the training stage, we feed the network with an identity-balanced minibatch generated by an online random sampling strategy and generate triplets online. The output of the last fully connected layer is \( \ell_2 \)-normalized and passed into the loss layer. The network parameters are updated by backpropagation supervised by a hardness-aware structural metric learning objective. In the testing stage, given a probe image, we compute the Euclidean distances between the probe and gallery images using the learned deep embeddings. Our network architecture is simpler yet effective.](image-url)
where $y_i$ is the class label of sample $x_i$. $f(x_i)$ is the deep feature of sample $x_i$ and the input of the softmax layer, $\{W, b\}$ is the softmax layer parameters. $W_j$ denotes the $j$th column of the weight matrix $W$ and $b$ is the bias term. The number of class is $n$. For its simplicity, it has been applied for person re-ID in [26], [27], [29], [42], and [68]. Zheng et al. [68] presented a competitive baseline method for person re-ID, termed ID-discriminative embedding (IDE). However, the largest person re-ID data set at present has only less than 1000 identities in the training set. When the number of identities increases, this loss necessitates a growing number of network parameters, most of which will be discarded after training.

2) Contrastive Loss: The second option is to take paired images with a binary label $(x_i, x_j, y_{ij})$ as an input to formulate a contrastive loss [55]–[57] based on pairwise constraints. It aims to minimize the positive pair distance and penalize the negative pair distance that is smaller than a margin $\alpha$. It is usually defined as

$$\mathcal{L}(x_i, x_j, y_{ij}) = (1 - y_{ij})[a - d_{ij}]_+^2 + y_{ij}d_{ij}^2$$

where $y_{ij} = 1$ for a positive pair $(x_i, x_j)$ and $y_{ij} = 0$ for a negative pair. The operator $[\cdot]_+$ denotes the hinge loss. This loss results in an absolute distance that can answer the question “How similar/dissimilar are these two person images?” It has been investigated for person re-ID in [25], [33], and [69].

3) Triplet Loss: Triplet loss [44], [58] has attracted much more attention in recent years for its impressive performance in face recognition [44]. It can be seen as an improvement of contrastive loss, and it is measured on the triplets $\{(x_i, x_j, x_k)\}$, where $x_i$ is the anchor of triplet that shares the same class label with the positive $x_j$ and has a different class label with the negative $x_k$. It encourages the network to find an embedding space where the distance between $x_i$ and $x_k$ is larger than the distance between $x_i$ and $x_j$ by a positive margin $\alpha$. The cost function that is being minimized is defined as

$$\mathcal{L}(x_i, x_j, x_k) = [d_{ij}^2 + \alpha - d_{ik}^2]_+.$$  

Hard negative sample mining in large minibatches [44] is usually employed to select sufficient nontrivial triplets. In fact, the performance of triplet loss-based methods highly depends on the hard sample mining strategy [47]. This loss has been exploited in [37]–[40] for person re-ID. Although the triplet loss has yielded a promising performance, it usually suffers from slow convergence and poor local optima [46], partially due to the reason that it only employs three samples (one positive pair $(x_i, x_j)$ and one negative pair $(x_i, x_k)$) for distance comparison in each update.

B. Our Loss Function

In this paper, we aim to design a loss function that is able to enhance the contrastive loss and triplet loss. To address this issue, the lifted structured loss [45] is developed to improve the standard triplet loss by comparing the positive pair with all negative pairs. However, it is formulated with unnormalized deep features, yielding an unbounded Euclidean distance.

We found that the lifted structured loss is sensitive to input features with large norm $\|x\|_2$. $\ell_2$ normalization can be a natural solution to avoid such situation. However, it is too stringent for the lifted structured loss [45] as well as other state-of-the-art triplet-based methods [38], [46], [70], [71], since it bounds the Euclidean distance to vary in a small range $[0, 2]$, thus making the optimization difficult and very slow.

In this paper, we introduce a structural loss that can effectively utilize the $\ell_2$-normalized features for deep embedding learning. Following the merit of the lifted structured loss [45], we expect that our loss can allow each positive pair to be compared with more than one negative pairs. We use the minibatches training strategy and generate triplets online. For each iteration, given a triplet set $T = \{x_i, x_j, x_k\}_{k=1}^N$, where $(x_i, x_j)$ is a positive pair and $(x_i, x_k)$ are all the corresponding negative pairs, indexed by $k$, along the direction of anchor $x_i$, we formulate the structural loss as

$$\mathcal{L}(T) = \frac{1}{|P|} \sum_{(i, j) \in P} \log \left(1 + \sum_{k=1}^N e^{(d_{ij}^2 - d_{ik}^2 + \alpha)/\xi} \right)$$

where $\alpha$ is a margin parameter. $P$ is a set of positive pairs, indexed by $(i, j)$, consisting of $|P|$ positive pairs in a mini-batch. $d_{ij}^2 = \|f(x_i) - f(x_j)\|_2^2$ is the squared Euclidean distance. All the input features are $\ell_2$-normalized. The parameter $\xi < 1$ is a scale factor introduced to yield softer triplet loss, which can accelerate the training. Without this scale factor, the optimization is more prone to collapsing unexpectedly. Similar to lifted structured loss [45], (4) is a generalization of widely used triplet loss. Its main improvement [45] is that it can effectively utilize the $\ell_2$-normalized features for training. As it employs all negative pairs for each update, we term it as $\ell_2$APair loss.

In large-scale person re-ID data sets, e.g., Market-1501 [72], each identity usually has dozens of images, manually/automatically selected from video sequences captured by multiple cameras. We found that some images of the same identity look very similar, thus resulting in many easy positive pairs shown in Fig. 2(a). Generally, the easy positive pairs contribute less to the training of network, since they can be recognized as the same person very easily. Existing methods
mainly focus on hard negative mining, but they pay less attention on hard positive mining. In this paper, we design a technique to pay more attention on the hard positive pairs for person re-ID. For a hard positive pair \((x_i, x_j)\) from the cth class (identity), we compare its squared Euclidean distance with a class-specific threshold to compute a hardness-aware weight \(\beta_{ij}\) as

\[
\beta_{ij} = \exp(d_{ij}^2 - \tau_c)
\]

where \(\tau_c\) is a hard threshold of the cth class. The positive pair \((x_i, x_j)\) will be treated as a hard positive pair if \(d_{ij}^2 > \tau_c\), which will result in larger contribution to the overall objective. The primary task is how to set the hard threshold. It is unwise to directly employ the average positive distance of class c as the threshold, since it will make nearly half of positive pairs be treated as hard and the network will be more prone to overfitting. In this paper, the hard threshold is computed as

\[
\tau_c = 2\frac{1}{|P_c|} \sum_{(i,j) \in P_c} d_{ij}^2 - \min_{(i,j) \in P_c} (d_{ij}^2)
\]

where \(|P_c|\) is the set of positive pairs of the cth class. Using the hard threshold in (6), only a small proportion of positive pairs will be assigned a large weight (\(\beta_{ij} > 1\)), which can avoid excessive attention on hard pairs. Then, the hardness-aware \(\ell_2\) pair loss in (4) can be reformulated as

\[
\mathcal{L}(T) = \frac{1}{B} \sum_{(i,j) \in \mathcal{P}} \beta_{ij} \log \left(1 + \sum_{k=1}^{N} e^{(d_{ij}^2 - d_{ik}^2 + \alpha)/\sigma} \right)
\]

where \(B = \sum_{(i,j) \in \mathcal{P}} \beta_{ij}\) is the sum of all positive pair weights.

The introduced positive pair weight \(\beta_{ij}\) in (6) enables the hard positive pair to contribute more than the easy positive pair. Although some previous works have adopted an offline hard positive samples selection strategy, easy positive samples are filtered directly, thus resulting in a waste of training samples. In this paper, all positive pairs are used, while each positive pair is adaptively assigned a hardness-aware weight to modulate its contribution.

Our proposed loss in (7) supervises the network to optimize the embedding in a local manner. It has been shown in [47] that the local manner may result in a failure that the gradient signal from the positive pair gets outweighed by the negative pairs, which leads to groups of examples with the same class label being separated into partitions in the embedding space that are far apart from each other. To alleviate this problem, we introduce a global loss term that explores the global structure of the embedding space to enhance the local loss in (7). Our global loss term takes into consideration the second-order statistics of positive/negative pair distances, defined by

\[
\mathcal{L}_{global} = \frac{1}{2} \left( \sigma_p^2 - \alpha_p \right)_+ + \left[ \sigma_n^2 - \alpha_n \right]_+
\]

where \(|N|\) denotes the number of all negative pairs in the negative pair set \(N\), and \(\sigma_p^2\) and \(\sigma_n^2\) denote the variances of positive pair distances and negative pair distances, respectively. \(\mu_p\) and \(\mu_n\) denote the mean value of positive pair distance and negative pair distance, respectively, in the normalized Euclidean distance space. \(\alpha_p\) and \(\alpha_n\) are two margin parameters. The values of \(\mu_p\) and \(\mu_n\) are hard to be estimated. It is too stringent to set them as fixed values. In this paper, the values of \(\mu_p\) and \(\mu_n\) are updated for each iteration as

\[
\begin{align*}
\mu_p' &= \gamma \mu_p' - 1 + (1 - \gamma) \mu_p \\
\mu_n' &= \gamma \mu_n' - 1 + (1 - \gamma) \mu_n
\end{align*}
\]

where \(\mu_p' (\mu_n')\) denotes the mean value of positive (negative) pair distances estimated using the \(t\)th minibatch. \(\gamma\) is a parameter restricted in \([0, 1]\) that controls the updating of \(\mu_p'\) and \(\mu_n'\).

The introduced global loss term in (8) is designed to penalize the large variance of positive/negative pair distances in the normalized Euclidean distance space. This global loss term is able to regularize the network and improve its generalization capability by combining the global loss term in (8) and the local loss term in (4).

The final objective function is formulated by

\[
\mathcal{L}(T) = \frac{1}{B} \sum_{(i,j) \in \mathcal{P}} \beta_{ij} \log \left(1 + \sum_{k=1}^{N} e^{(d_{ij}^2 - d_{ik}^2 + \alpha)/\sigma} \right)
\]

where the parameter \(\gamma\) is used to balance the two terms. Note that the global loss term is not a hard constraint. If \(\gamma\) is too large, the signal of gradient from the second term will outweigh the signal of the first term, which makes the network prone to overfitting.

The mathematical formulation of our final objective in (13) is a generalization of triplet loss. It is designed with \(\ell_2\) normalized features and allows the positive pair to be compared against all the negative pairs. It adaptively assigns larger weights to hard positive pairs, which facilitates the training. It also includes a global loss term that controls the variance of positive/negative pair distances, thus improving the generalization capability of the network. By this way, the learning performance can be improved effectively.

\section{Optimization}

To solve the optimization problem in (13), we apply the stochastic gradient descent scheme to update the gradient of objective \(\mathcal{L}\) with respect to the feature embedding \(f(\cdot)\). We summarize the backpropagation procedure in Algorithm 1, where \(\mathcal{F}_{ij} = \log(1 + \sum_{k=1}^{N} e^{(d_{ij}^2 - d_{ik}^2 + \alpha)/\sigma})\) for simple expression, and

\[
\frac{\partial \mathcal{L}}{\partial \sigma_p^2} = \frac{\lambda}{2} \left[ \sigma_p^2 > \alpha_p \right]
\]

\[
\frac{\partial \mathcal{L}}{\partial \sigma_n^2} = \frac{\lambda}{2} \left[ \sigma_n^2 > \alpha_n \right]
\]
Algorithm 1 Backpropagation

**Input:** A mini-batch \([\{x_i\}^m_{i=1}]\) with multiclass labels; margin \(\alpha\); parameter \(\lambda\); pair weights \(\{\beta_{ij}\}\); dense pairwise squared distance matrix \(D = \{d_{ij}^2\}\).

**Output:** The gradients \(\frac{\partial L}{\partial f(x_i)}\) \(\forall i \in [1, m]\).

**Initialization:** \(\frac{\partial L}{\partial f(x_i)} = 0, \forall i \in [1, m]\).

for \(i = 1, \ldots, m\) do

for \(j = 1, \ldots, m, s.t. (i, j) \in \mathcal{P}\) do

\[
\frac{\partial L}{\partial f(x_i)} \leftarrow \frac{\partial L}{\partial f(x_i)} + \frac{\beta_{ij}}{2} \frac{\partial d_{ij}^2}{\partial d_{ij}^2} \frac{\partial d_{ij}^2}{\partial f(x_i)} + \frac{\beta_{ij}}{2} \frac{\partial d_{ij}^2}{\partial f(x_j)}
\]

for \(k = 1, \ldots, m, s.t. (i, k) \in \mathcal{N}\) do

\[
\frac{\partial L}{\partial f(x_i)} \leftarrow \frac{\partial L}{\partial f(x_i)} + \frac{\beta_{ik}}{2} \frac{\partial d_{ik}^2}{\partial d_{ik}^2} \frac{\partial d_{ik}^2}{\partial f(x_i)} + \frac{\beta_{ik}}{2} \frac{\partial d_{ik}^2}{\partial f(x_k)}
\]

for \(l = 1, \ldots, m, s.t. (l, i) \in \mathcal{N}\) do

\[
\frac{\partial L}{\partial f(x_i)} \leftarrow \frac{\partial L}{\partial f(x_i)} + \frac{\beta_{il}}{2} \frac{\partial d_{il}^2}{\partial d_{il}^2} \frac{\partial d_{il}^2}{\partial f(x_i)} + \frac{\beta_{il}}{2} \frac{\partial d_{il}^2}{\partial f(x_l)}
\]

end for

end for

end for

end for

D. Implementation Details

**1) Network Architecture:** We use a subnetwork of GoogLeNet architecture (Inception v1 [73]), from the image input to the output of inception-4e, followed by a global average pooling layer, a fully connected layer, an \(\ell_2\)-normalization layer, and finally the loss layer. Specifically, the person images are resized to \(160 \times 80\) as an input. In the testing stage, the output of the \(\ell_2\)-normalization layer is directly used to compute the distance for person retrieval. For data preprocessing, we use the standard horizontal flips of the resized images.

**2) Network Training:** We use the Caffe [74] package for the implementation. We pretrain the network on the ImageNet ILSVRC data set and fine-tune it on the person re-ID data sets. In this paper, we adopt an online sampling strategy for minibatch generation. For each sequentially selected identity, we randomly select at most \(K\) images into a minibatch. When all identities have been traversed, we shuffle the identity list for next round. The batch size is 150 and each identity has at most five images in a minibatch. Besides, the triplet set is also generated online. We set the initial learning rate as 0.01 and divide it by 10 after 10000 iterations and 12500 iterations. The weight decay is 0.0002 and the momentum for gradient update is 0.9. Each model is trained for 15000 iterations. The margin parameter \(\alpha\), parameter \(\lambda\), and scale factor \(\xi\) are set to \(0.2\), \(0.5\), and \(0.05\), respectively. The parameter \(\gamma\) is set to 0.95 for stable updating of mean distance. The parameters \(\alpha_p\) and \(\alpha_n\) are set to 0.01 and 0.1, respectively. The final embedding dimension of our approach is 128, which facilitates person retrieval on large-scale person re-ID data sets.

IV. EXPERIMENTS

A. Data Sets and Evaluation Protocols

The evaluation is carried out on three large-scale person re-ID data sets: Market-1501 [72], DukeMTMC-reID [26], and CUHK03 [32].

Market-1501 [72] is one of the largest person re-ID data sets, containing 32668 bounding boxes (cropped images) of 1501 identities. All the bounding boxes are detected by the deformable part model (DPM) pedestrian detector [75]. Each identity has multiple images captured by at least two cameras and at most six cameras. Specifically, the training set contains 12936 bounding boxes of 750 identities. The testing set contains 19732 bounding boxes of 751 identities, where only one image of each identity is randomly selected as a query image for each camera. In total, the testing set contains 3368 query images. There are 2793 images included as distractors in the original gallery set for testing.

DukeMTMC-reID [26] is a new large-scale person re-ID data set, derived from a multicamera pedestrian tracking data set (DukeMTMC [76]). It contains 36411 hand-drawn bounding boxes of 1812 identities, taken from eight different camera views, in which 1404 identities appear in more than two camera views and 408 identities appear in only one camera view whose images are used as distractors; 16522 bounding boxes of 702 identities are randomly selected for training and the rest are used for testing, including 2228 query images and 17661 gallery images.

CUHK03 [32] is a widely used re-ID data set, containing 13164 bounding boxes of 1360 identities, captured by two disjoint cameras. In the original evaluation protocol [32], 1160 identities are employed for training, and the remaining identities are used for validation and testing. In this paper, we adopt a new data set split [20] for CUHK03, where 767 identities are used for training and the remaining 700 identities are employed for testing. The new protocol is more...
Fig. 3. Sample images from three large-scale person re-ID data sets. (a) Market-1501 [72]. (b) DukeMTMC-reID [26]. (c) CUHK03 [32].

TABLE I

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Methods</th>
<th>Market-1501</th>
<th>DukeMTMC-reID</th>
<th>CUHK03</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R=1</td>
<td>R=5</td>
<td>R=10</td>
</tr>
<tr>
<td>10000</td>
<td>$\ell_2$Apair</td>
<td>77.76</td>
<td>90.53</td>
<td>93.82</td>
</tr>
<tr>
<td></td>
<td>$\ell_2$Apair+HA</td>
<td>79.42</td>
<td>90.97</td>
<td>94.12</td>
</tr>
<tr>
<td></td>
<td>$\ell_2$Apair+HA+GL</td>
<td>79.57</td>
<td>91.03</td>
<td>94.18</td>
</tr>
<tr>
<td>15000</td>
<td>$\ell_2$Apair</td>
<td>79.01</td>
<td>90.94</td>
<td>94.03</td>
</tr>
<tr>
<td></td>
<td>$\ell_2$Apair+HA</td>
<td>79.84</td>
<td>91.03</td>
<td>94.30</td>
</tr>
<tr>
<td></td>
<td>$\ell_2$Apair+HA+GL</td>
<td>80.73</td>
<td>91.89</td>
<td>94.66</td>
</tr>
</tbody>
</table>

challenging, since the number of training images becomes much less.

Fig. 3 shows some sample images from these data sets. We use the widely used evaluation protocol [35]. In the matching process, we calculate the similarities between each query and all the gallery images and return the rank list according to the similarities. All the experiments are under the single query setting. The performance is evaluated by the cumulative matching characteristics (CMC) curve that is an estimation of the expectation of finding the correct match in the top-K matches and the mean average precision (mAP) score. We use the evaluation codes provided by Zhao et al. [77] for the empirical evaluation in Section IV-B.

B. Empirical Analysis

1) Effect of the Hardness-Aware Weights: In Section III-B, we present a hard positive mining strategy that aims to pay more attention on hard positive pairs during optimization. As shown in (5), for each positive pair, we compare its squared Euclidean distance $d_{ij}^2$ with a class-specific hard threshold $\tau_c$. Then, the positive pair with a large distance ($d_{ij}^2 > \tau_c$) will result in larger contribution to the overall objective. In this section, we evaluate its effect by ablation study on the three benchmark data sets. The learning objective in (7) that has the hardness-aware weight $\beta_{ij}$ is termed $\ell_2$Apair + HA. In Table I, we compare its performance with the $\ell_2$Apair loss in (4). Note that we compare their performance using the networks trained with 10 000 iterations and 15 000 iterations.

We can observe in Table I that, by 10 000 iterations, $\ell_2$Apair + HA improves $\ell_2$Apair by 1.7%, 1.9%, and 0.4% rank-1, and 1.2%, 1%, and 1.2% mAP score on the three data sets, respectively. By 15 000 iterations, $\ell_2$Apair + HA improves $\ell_2$Apair by 0.8%, 0.7%, and 0.8% rank-1 and 0.4%, 0.5%, and 1% mAP. It shows that the effect of the proposed hard positive mining technique is more obvious in the early optimization stage. By exploiting this hardness-aware weighting technique, hard positive points can be pulled closer to the anchor points, thus accelerating the optimization, especially in the early learning stage. After 10 000 iterations, the intraclass distance has been significantly reduced. The margin between the hard positive pairs and the easy positive pairs becomes much smaller. Then, the penalization on the hard positive pair becomes weak. It can avoid excessive focus on the hard samples.

2) Effect of the Global Loss Term: This paper presents a global loss term that aims to regularize the network by utilizing the second-order statistics of positive/negative distance distribution. In detail, we expect the the learned distance has a low variance in the final embedding space. It is mainly inspired by the observation in [47] that local learning manner may result in a failure: the gradient signal from positive pairs may get outweighed by negative pairs. It will lead to groups of examples with the same class label being separated into partitions in the embedding space.

By the proposed regularization term, we observe in Table I that the performance of $\ell_2$Apair + HA can
be further improved. By 15,000 iterations, rank-1 is improved by 0.9%, 0.6%, and 1% and mAP is improved by 1.1%, 1%, and 0.4%, respectively, on the three data sets. The improvement is actually not trivial, since \( \ell_2 \)Apair loss is already a strong baseline which exploits the structural relationship in the data space. It is indicated in Section IV-C that our method has outperformed most state-of-the-art methods while using much lower dimensional features and a less sophisticated base network structure.

3) Effect of the Scale Factor \( \xi \): In (4), the \( \ell_2 \)Apair loss introduces a scale factor \( \xi \) to make the triplet loss softer in the \( \ell_2 \)-normalized distance space, which can avoid the optimization to be collapsing. To evaluate its impact on the convergence, we plot the training loss curves with \( \xi = 1 \), 1/5, and 1/20, respectively, in Fig. 4. The loss curve of triplet loss is also shown in Fig. 4. We can see that without this scale factor (\( \xi = 1 \)), the training loss drops very slow due to the collapsing of optimization. When we set \( \xi = 1/5 \), the loss drops fast since the loss has been fivefolds amplified. In the experiment, we set \( \xi = 1/20 \), which shows a faster convergence speed than \( \xi = 1/5 \). It is recommended to set this scale factor as 1/10 or 1/20 for a faster optimization. Too small value of \( \xi \) will make the output of \( \exp(\cdot) \) beyond the limit of precision of double/float type, thus making the optimization unstable. Besides, we also observe in Fig. 4 that \( \ell_2 \)Apair loss (\( \xi = 1/20 \)) converges much faster than standard triplet loss, mainly benefiting from the structural distance comparison and the soft-margin design.

4) Effect of the Parameter \( \lambda \): The parameter \( \lambda \) in (13) makes a tradeoff between the \( \ell_2 \)Apair loss term and the proposed global regularization term. In this section, we investigate its effect by comparing the performance of our loss [see (13)] at varying \( \lambda = \{0, 0.1, 0.5, 1, 10\} \). As shown in Fig. 5, we can observe a clear improvement when \( \lambda = 0.5 \) or \( \lambda = 1 \). When \( \lambda \) is small, its effect is not significant. A too large \( \lambda \) will also make the gradient signal from the second term (global loss) outweigh the first term (local loss), which makes the optimization slow.

5) On the Embedding Dimension \( d \): In Table II, we evaluate the performance of our approach [based on (13)] at varying embedding sizes \{32, 64, 128, 256, 512, 1024\} on the Market-1501 data set. As shown in Table II, our approach has the ability of learning much lower dimensional discriminative embeddings. Our approach can obtain a very impressive performance: 73.96% rank-1 and 56.47% mAP, even when \( d = 32 \). When \( 32 \leq d \leq 128 \), the performance increases significantly. When \( 128 \leq d \leq 1024 \), the performance increases much slower. Rank-1 starts to drop when \( d > 512 \). A larger embedding size may not guarantee a better performance, but it undoubtedly incurs a higher time complexity in the testing stage. Therefore, we set the final embedding size as 128, which works very well in the experiments. Such a low-dimensional embedding facilitates the large-scale person retrieval in the real-world scenarios.

C. Comparison With the State of the Arts

In this section, we compare our method with the recent state-of-the-art results on the Market-1501, DukeMTMC-reID, and CUHK03 data sets. Note that, for a fair comparison, we train the network using the same input image size \( (224 \times 224) \) with that of most state-of-the-art methods, and use the standard evaluation codes of [72]. Experimental results are presented in Tables III–V.

1) Results on Market-1501: In Table III, we compare our result with state-of-the-art methods on the Market-1501 data set. Note that, all the state-of-the-art methods in Table III are based on deep learning techniques. As shown in Table III, the competitive methods, such as IDE [68], SVDNet [80], and PAN [81], are font of using identification loss together with the ResNet architecture. IDE outputs a strong baseline result: 73.8% rank-1 and 47.9% mAP. The SVDNet incorporates singular vector decomposition into IDE to orthogonalize the base components in the fully connected layer. It significantly improves the performance of IDE, but it also largely increases the computational complexity. The PAN [81] method introduces the pedestrian alignment into the IDE model. It can
reduce the negative effect of the background. It obtains 82.81% rank-1 and 63.4% mAP. Although they yield a promising performance on Market-1501, they rely on the ResNet50 architecture that is deeper and complicated than GoogleNet. ResNet-50 has a much higher memory and computation requirements than GoogleNet, especially while training. The size of the final trained model becomes an important concern to consider if we are looking to deploy a model to run locally on mobile. Besides, they usually use the output of the last pooling layer as the deep feature for testing, thus resulting in a 2048-D embedding which is unsuitable for fast person retrieval. However, this paper aims to learn low-dimensional deep embeddings using a relatively small network architecture: GoogleNet(V1). As shown in Table III, our method obtains 83.43% rank-1 and 63.66% mAP using only 128-D features. It has surpassed most state-of-the-art results listed in Table III. Xiao et al. [71] presented a generalized triplet loss with extremely hard sample mining. It obtains a better performance than our method. However, it is implemented using ResNet50 and outputs 1024-D features. The Dem [79] method improves its baseline (GoogleNet+Triplet loss) by over 8% rank-1 and 13% mAP under the same evaluation protocol. Even with the part-detector module, its performance is still inferior to ours.

The competitive performance on the Market-1501 data set has demonstrated the effectiveness of the proposed approach. It can be mainly attributed to the proposed hardness-aware structural learning objective and the global loss term.

Fig. 6 shows the Barnes–Hut t-distributed stochastic neighbor embedding (t-SNE) visualization [82] on a subset of the testing set using the learned deep features. It is clearly shown that most visually similar person images are grouped together. Our method is able to learn semantically meaningful features.

2) Results on DukeMTMC-reID:

The DukeMTMC-reID data set is a newly released large-scale person re-ID data set, derived from a multicamera pedestrian tracking data set (DukeMTMC [76]). We compare our method with several state-of-the-art DNN-based methods on this data set in Table IV. All the compared methods listed in Table IV are based on the identification loss. The IDE model [68] reports its results using two network architectures: 46.9% rank-1 and 28.3% mAP based on CaffeNet, and 65.5% rank-1 and 44% mAP based on ResNet50. It shows that as a state-of-the-art network architecture, ResNet50 can bring a significant performance improvement on the simple CNN architecture, such as CaffeNet. Another similar case is the Online Instance Matching (OIM) [29] model which obtains 61.7% rank-1 and 68.1% rank-1 with ResNet50. Nearly, 7% improvement is observed. The other three methods all adopt ResNet50 as their base network, in which Zheng et al. [26] utilized the generative adversarial network technique to generate a large amount of unlabeled pedestrian images. These unlabeled images are further employed to augment the training.

### Table III

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Dim</th>
<th>R=1</th>
<th>R=5</th>
<th>R=10</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market-1501</td>
<td>512</td>
<td>48.24</td>
<td>-</td>
<td>-</td>
<td>24.43</td>
</tr>
<tr>
<td>AttentionNet(T) [34]</td>
<td>500</td>
<td>45.10</td>
<td>70.10</td>
<td>78.40</td>
<td></td>
</tr>
<tr>
<td>MSTriple(T) [39]</td>
<td>512</td>
<td>59.47</td>
<td>80.73</td>
<td>86.94</td>
<td></td>
</tr>
<tr>
<td>DeHst [78]</td>
<td>-</td>
<td>62.32</td>
<td>-</td>
<td>-</td>
<td>36.23</td>
</tr>
<tr>
<td>Contrastive(C) [33]</td>
<td>-</td>
<td>65.88</td>
<td>-</td>
<td>-</td>
<td>39.55</td>
</tr>
<tr>
<td>GatedSiamese(C) [33]</td>
<td>-</td>
<td>73.80</td>
<td>87.60</td>
<td>91.30</td>
<td>47.90</td>
</tr>
<tr>
<td>IDE(ResNet50)(T) [68]</td>
<td>2048</td>
<td>73.52</td>
<td>-</td>
<td>-</td>
<td>51.15</td>
</tr>
<tr>
<td>IDE(ResNet50)(I-V) [79]</td>
<td>1024</td>
<td>79.51</td>
<td>-</td>
<td>-</td>
<td>59.87</td>
</tr>
<tr>
<td>IDE(ResNet50)(I+V) [79]</td>
<td>4096</td>
<td>82.30</td>
<td>92.3</td>
<td>95.20</td>
<td>62.10</td>
</tr>
<tr>
<td>SVDNet(ResNet50)(T) [80]</td>
<td>512</td>
<td>75.90</td>
<td>89.30</td>
<td>92.90</td>
<td>54.30</td>
</tr>
<tr>
<td>Triplet*(GoogleNet)(T) [77]</td>
<td>512</td>
<td>81.00</td>
<td>92.00</td>
<td>94.70</td>
<td>63.40</td>
</tr>
<tr>
<td>PAN(ResNet50)(T) [81]</td>
<td>2048</td>
<td>82.81</td>
<td>93.53</td>
<td>-</td>
<td>63.35</td>
</tr>
<tr>
<td>Ours-Eq. (13)*GoogleNet</td>
<td>128</td>
<td>84.26</td>
<td>93.59</td>
<td>95.99</td>
<td>67.31</td>
</tr>
<tr>
<td>Ours-Eq. (13)GoogleNet</td>
<td>83.43</td>
<td>93.14</td>
<td>95.37</td>
<td>66.66</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 6. Barnes–Hut t-SNE visualization [82] of our learned embeddings on a subset of the testing set in the Market-1501 data set [72]. Best viewed in color.

### Table IV

<table>
<thead>
<tr>
<th>DukeMTMC-reID</th>
<th>Dim</th>
<th>R=1</th>
<th>R=5</th>
<th>R=10</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDE(CaffeNet)(T) [68]</td>
<td>4096</td>
<td>46.90</td>
<td>63.20</td>
<td>69.20</td>
<td>28.30</td>
</tr>
<tr>
<td>IDE(ResNet50)(T) [68]</td>
<td>2048</td>
<td>65.50</td>
<td>78.50</td>
<td>82.50</td>
<td>44.10</td>
</tr>
<tr>
<td>ODM(GoogleNet)(I) [29]</td>
<td>256</td>
<td>61.70</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ODM(ResNet50)(I) [29]</td>
<td>256</td>
<td>68.10</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GAN(ResNet50)(T) [26]</td>
<td>2048</td>
<td>67.68</td>
<td>-</td>
<td>-</td>
<td>47.13</td>
</tr>
<tr>
<td>PAN(ResNet50)(T) [81]</td>
<td>81</td>
<td>71.59</td>
<td>83.89</td>
<td>-</td>
<td>51.51</td>
</tr>
<tr>
<td>SVDNet(ResNet50)(T) [80]</td>
<td>2048</td>
<td>76.70</td>
<td>86.40</td>
<td>89.90</td>
<td>56.80</td>
</tr>
<tr>
<td>Ours-Eq. (13)GoogleNet</td>
<td>128</td>
<td>75.40</td>
<td>87.66</td>
<td>90.98</td>
<td>54.76</td>
</tr>
</tbody>
</table>
our method is more competitive than SVDNet. The network structure and feature dimension into consideration, base components of fully connected layer. However, if taking obtains the best result on this data set by orthogonalizing the can be learned by our method. In Table V, the SVDNet \[80\] objective, which can reduce the risk of overfitting. It can passes the strong baseline [IDE (ResNet50)] by nearly 10%. It experimentally demonstrates the effectiveness of our loss. The main reason is that the identification loss aims to learn a nonlinear mapping from person image to person ID and does not consider the interpersonal relationship directly. That is, the value of training data has not been fully exploited. Our loss aims to optimize a relative distance by comparing the positive pair with all the corresponding negative pairs. The structural relationship among samples has been exploited effectively.

3) Results on CUHK03: In this paper, we apply a new testing protocol in [20] for the evaluation on the CUHK03 data set. This new protocol uses a smaller training set and a larger testing set (767 persons for training and 700 persons for testing). It is more challenging than the original setting [32] where 1367 persons are employed for training and only 100 persons are used for testing. This data set includes two subsets in which one is manually labeled and the other one is detected by the DPM pedestrian detector. We only report our result on the detected set, since we observe a similar performance on the two sets. Under the new data set split, only 7365 images can be used for training, thus making the network prone to overfitting. In each iteration, we randomly sample a minibatch and generate large numbers of triplets online for our learning approach jointly learns feature representation and distance metric in an end-to-end manner. The main contribution of this paper is that we develop a hardness-aware structural metric learning objective where each positive pair is allowed to be compared with all the corresponding negative pairs within minibatch and each positive pair is assigned a hardness-aware weight to adaptively modulate its contribution. Moreover, we incorporate a global loss term that penalizes large variance of positive/negative pair distances into the proposed objective function, which improves the generalization capability of the network effectively. Extensive experimental evaluations on three large-scale data sets have demonstrated the effectiveness of our approach.

### Table V

<table>
<thead>
<tr>
<th>CUHK03</th>
<th>Dim</th>
<th>R=1</th>
<th>mAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDE(CaffeNet)[1] [68]</td>
<td>4096</td>
<td>15.60</td>
<td>14.90</td>
</tr>
<tr>
<td>IDE(ResNet50)[1] [68]</td>
<td>2048</td>
<td>30.50</td>
<td>21.10</td>
</tr>
<tr>
<td>PAN(ResNet50)[1] [81]</td>
<td>2048</td>
<td>36.30</td>
<td>34.00</td>
</tr>
<tr>
<td>SVDNet(CaffeNet)[1] [80]</td>
<td>4096</td>
<td>27.70</td>
<td>24.90</td>
</tr>
<tr>
<td>SVDNet(ResNet50)[1] [80]</td>
<td>2048</td>
<td>41.50</td>
<td>37.30</td>
</tr>
<tr>
<td>Ours (Eq. (13))(GoogleNet)</td>
<td>128</td>
<td>39.64</td>
<td>35.67</td>
</tr>
</tbody>
</table>

In this paper, we present an effective person re-ID framework by discriminatively learning a nonlinear deep feature mapping from person images to low-dimensional embeddings, where similar samples are mapped closer to each other, while dissimilar samples are pushed farther apart. The proposed
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